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Motivation
- There is a proliferation of different theories of trust in AI [e.g., 1-4].
- We propose to take the opposite approach and look at failed forms of trust and distrust.
- We suggest a general taxonomy when trust or distrust are ethically and epistemically justified.

Trust and Trustworthiness
- We follow a minimal definition of trust as giving discretionary authority to an AI with view to a specific task [5].
- The focus of ethical analysis should be trustworthiness [6] as well as the respective reasons for trust and distrust.
- Trust can be intrinsic and extrinsic [4], and so can trustworthiness.

Al in Clinical Neuroscience
- Potential applications for AI in neuroscience are wide-ranging, from prediction to diagnosis, from brain modeling to assistive neurotechnologies [7].
- Frequently, these applications rely on epistemically opaque forms of AI such as convolved neural networks (CNNs).
- For our purposes, we focus on one particular type of application: an implanted, AI-based and brain-responsive (i.e., closed-loop) neuromodulator for the treatment of idiopathic generalized epilepsy [8].

Trust and Distrust in AI in Clinical Neuroscience
8 hypothetical cases

A: Trust
1. Trust based on assessment of trustworthiness e.g., past performance history, validation, robustness, and alignment with expert knowledge. Approval by FDA/EMA.
2. Trust based on aggressive online marketing. Problematic since reasoning may as well extend to untrustworthy technologies.
3. Trust in generally unreliable, untested device because it happens to work in one specific instance.
4. Trust in unreliable, untested device because it was promoted by an influencer.

B: Distrust
1. Distrust (i.e., not use the device) in a particular instance despite properties of case A1, due to noting a potential damage.
2. Distrust rooted in a user’s antisemitism, because the manufacturer’s CEO happens to be Jewish.
3. Distrust a device because its AI-component has only been trained on a non-comparable population.
4. Distrust B3 device based on a conspiracy theory, e.g., that it was developed to secretly manipulate users’ thoughts.

Implications
By employing the “tripartite analysis of knowledge” to trust in AI, our work highlights the necessity to consider both normative as well as epistemological conditions of trust and distrust in clinical AI. Our research promotes a finer-grained analysis of the dangers involved in specific forms of trust and distrust, enables a better connection of debates in bioethics and empirical human-machine interaction studies, and counters dangers of ethics washing, by focusing on failed forms of trust and distrust.
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